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Using Common Statistical Program Packages for the Friedman Test
when there are Ties Among Treatments
and a Multiple Comparison Procedure is Needed

Ralf BENDER

Heinrich-Heine-Universitat Dusseldorf, Abteilung Erndhrung und Stoffwechsel
Moorenstr. 5, D-40225 Dusseldorf, Germany

Abstract: Itis investigated which form of the Friedman test statistic is implemented in the statistical program packages
BMDP, SAS, SPSS, and STATGRAPHICS. Special attention is focused on the handling of ties and whether a multipie
comparison procedure (MCP) is available. As none of the considered software systems offer both, namely adjustment for
ties and an MCP, two SAS/IML modules are proposed, which use the formula given by CONCVER (1980) for computing
the Friedman test statistic with adjustment for ties and the sequentially rejective test procedure of HOLM {1979) for

performing multiple comparisons.

l. Introduction

One of the well known nonparametric methods is
the test of FRIEDMAN (1937), used for compari-
son of k treatments in a randomized block design
when no assumption of normality can be made.
BERNHARD et al. (1988) examined the availability
and reliability of the Friedman test and other ele-
mentary nonparametric methods in statistical
program packages. However, two important items
had been neglected, namely the possibility of ad-
justment for ties and the availability of a multiple
comparison procedure (MCP). As in practice ties
frequently occur and investigators often wish to
perform pairwise comparisons of the treatments,
this paper focuses on these subjects.

Beside the classical Friedman statistic as given in
many textbooks - see for example BUNING,
TRENKLER (1978, p. 219) - some other statistics
had been proposed. The classical statistic is ap-
proximately x* distributed and assumes that there
are no ties at all. A statistic with adjustment for
ties, which is easy to compute, is given by
CONOVER (1980, p. 300). On the same page
CONOVER (1980) recommended to use an as-
ymptotically F' distributed statistic, because this
approximation is superior to the x> approximation.

In this paper it is investigated, which form of the
Friedman test statistic is implemented in the PC
software systems BMDP (version BMDP/386
Dynamic), SAS (version 6.04), SPSS (version
4.0.1) and STATGRAPHICS (version 5.5) and
whether a multiple comparisen procedure is avail-
able.

Il. Comparison of Computer Packages

To find out which form of the Friedman statistic is
implemented in the considered software systems,
the corresponding manuals of BMDP (1990), SAS
(1987), SPSS (1986), and STATGRAPHICS
(1892) were consulted. Additionally, the computer
procedures were tested using a data set given by
CONOVER (1980, p. 301). BERNHARD et al.
(1988) already pointed out that nearly all software
houses chose approximations instead of exact p
values. In Table 1 it is summarized, which ap-
proximation is used and whether a multiple com-
parison procedure is available for the Friedman
test.

In Table 1 it is shown that the only system which
offers an MCP for the Friedman test is BMDP (for
details see lll.), but no adjustment for ties is made.
The only system which offers a direct computation
of the Friedman test with adjustment for ties is
STATGRAPHICS, but here no MCP is available.
SPSS offers the classical Friedman test without
adjustment for ties and without MCP. No warning
was printed neither by SPSS nor by BMDP that
there are ties among treatments, which are not
considered in the computations of p values. SAS
has no possibility to call up the Friedman test in a
direct way. However, the statistics with adjustment
for ties can be computed by using PROC FREQ
with the option SCORES=RANK (x? approxima-
tion) and by using PROC RANK together with
PROC ANOVA (F approximation). However, it is
difficult to find the correct statistics in the output
and therefore these ways are not convenient for
practice, in particular for non-specialists. More-
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over, it is misleading to replace nonparametric
methods by parametric methods applied to ranks,
because the formal relationships between these
approaches are limited (HILGERS, 1985).

In summary, none of the considered software
systems offers the possibility to compute the
Friedman test with adjustment for ties and to per-
form multiple comparisons between the treat-
ments.

lll. Discussion

The classical Friedman test is conservative if there
are ties among treatments. In the following the
results of the different statistics are compared by
using the data set of CONOVER (1980, p. 301)
with n=12 blocks and k=4 treatments and a hypo-
thetical data set with n=50, k=4, which was formed
arbitrary with the objective to obtain a large
amount of ties (45 of 50 blocks contain ties). The
results are summarized in Table 2.

In Table 1 it is shown that the only system which
offers an MCP for the Friedman test is BMDP, but
no adjustment for ties is made. The only system
which offers a direct computation of the Friedman
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test with adjustment for ties is STATGRAPHICS,
but here no MCP is available. SPSS offers the
classical Friedman test without adjustment for ties
and without MCP. No warning was printed neither
by SPSS nor by BMDP that there are ties among
treatments, which are not considered in the com-
putations of p values. SAS has no possibility to call
up the Friedman test in a direct way. However, the
statistics with adjustment for ties can be computed
by using PROC FREQ with the option
SCORES=RANK (x* approximation) and by using
PROC RANK together with PROC ANOVA (F
approximation). However, it is difficult to find the
correct statistics in the output and therefore these
ways are not convenient for practice, in particular
for non-specialists. Moreover, it is misleading to
replace nonparametric methods by parametric
methods applied to ranks, because the formal
relationships between these approaches are lim-
ited (HILGERS, 1985).

In summary, none of the considered software
systems offers the possibility to compute the
Friedman test with adjustment for ties and to per-
form multiple comparisons between the treat-
ments.

Table 1: Survey of implemented Friedman statistics and MCPs

without adjustment for ties with adjustment for ties
approximation MCP approximation MCP
i F X F
BMDP YES NO YES NO NO NO
SAS NO NO NO (YES)' (YES)? NO
SPSS YES NO NO NO NO NO
STATGRAPHICS NO NO NO YES NO NO

1: To get the x? approximation with adjustment for ties PROC FREQ can be used.
2: To get the F approximation with adjustment for ties PROC RANK and PROC ANOVA can be used.

Table 2: Results of the different Friedman statistics

Conover's data hypothetical data
F p F p
classical Friedman test (BMDP, SPSS) 7.63 0.054 5.35 0.148
with adjustment for ties:
2 approximation (STATGRAPHICS, SAS: FREQ) 8.10 0.044 14.29 0.003
F approximation (SAS: RANK & ANOVA) 3.19 0.036 5.16 0.002
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From Table 2 it is obvious that the results of the
classical Friedman test are not satisfactory, be-
cause of its conservative character. Hence, soft-
ware systems like BMDP and SPSS which offer no
adjustment for ties are useless for practice if there
is more than a negligible amount of ties.
Regarding MCPs for the Friedman test the offer of
the software systems is also a disappointment.
The only package offering an MCP in this context
(BMDP) uses a conservative procedure in a dou-
ble sense. Firstly, no adjustment for ties are made
and secondly the MCP is based on the Bonferroni
procedure, which is also known to be a method
with low power. CONOVER (1980) proposed an
MCP for the Friedman test which is based on
Fisher's least significant difference (LSD) method.

This method has better power properties but does
not control the experimentwise error rate.
WRIGHT (1992) pointed out that modified Bon-
ferroni-based procedures, which control the
experimentwise error rate and have more power
than the Bonferroni approach deserve wider use.

To overcome the deficiencies of the software
systems, in this paper the sequentially rejective
procedure of HOLM (1979) is applied and com-
puted by means of a SAS/IML module using ma-
trix language (see Appendix). In Table 3 the re-
sults of the MCPs computed with BMDP, the
procedure of CONOVER (1980) and the proce-
dure of HOLM (1979) are given for the same data
as in Table 2. In particular, the differences of the
rank sums used for the MCPs of BMDP and
CONOVER (1980) and the individual p values

Table 3: Resuits of the MCPs
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computed by means of the Friedman test (F
approximation) for each pairwise comparison are
given. These pairwise tests formed the basis for
the sequentially rejective test procedure of HOLM
(1979). Significant results of the three MCPs were
indicated by symbols (@=0.10: %, a=0.05: * *).

Table 3 shows that the use of BMDP is insufficient
for detecting differences between treatments,
because the applied statistics have very low
power. Even clear differences, shown by signifi-
cant outcome of the Holm procedure are over-
looked, when there are ties among treatments.
The results of Holm's procedure detected less
significant differences than that of Conover, due to
the fact that the experimentwise error rate is under
control. Moreover, the result of a single pairwise
comparison is not influenced by treatments not
considered.

IV. Concluding Remarks

A few years ago HAUX et al. (1988) gave some
recommendations on software for nonparametric
statistical methods. Focusing the attention on the
Friedman test, even simple demands like adjust-
ment for ties are still not met by commonly used
statistical computer packages. Another critical
point is the availability of convenient muitiple com-
parison procedures. Until the software systems
offer the Friedman test with adjustment for ties
and a satisfactory multiple comparison procedure,
the SAS/IML modules given in the Appendix can
be used.

Conover's data hypothetical data
me indivi- rank significance indivi-
vank SLS“‘\(‘(’G“"& dual sum dual
S pvalue || diff. p value
dift- ["BMDP | Conover | Hoim BMDP | Conaver | Holm
1vs.2 145 - * % . 0.027 3.0 - - - 0.674
1vs. 3 13.5 - * % i 0.002 225 - b & : 4 0.023
1vs. 4 4.0 - - - 1.000 22.5 - t & 4 b & 4 0.002
2vs. 3 -1.0 - - - 0.551 19.5 - * % * 0.017
2vs. 4 -10.5 - * - 0.266 19.5 - b & 4 b & 4 0.006
3vs. 4 -9.5 - - - 0.266 0.0 - - - 0.766

5 significant for a=0.10
»#  significant for «=0.05
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APPENDIX

LA ARt E e R R R R R R T L B R B S R U S U

* COMPUTING OF THE FRIEDMAN TEST *
* WITH ADJUSTMENT FOR TIES *
* AND MULTIPLE COMPARISONS USING THE HOLM PROCEDURE *

t*****ttt*t***tt*Iﬂ*#***t**ttt*tt***ttt***t***t***t********t****t*t*t**;

| READING DATA

| Be sure that your data set "DATA" has a block*treatment structurae,
| i.e. the rows are the blocks and the columns are the treatments
| and that there are no missing values !

PROC IML; use DATA; read all into X;
raset center linesize=80 nolog spaces=0;
=nrow (X) ; k=ncol (X);
if n<10 then print
'WARNING: The following results are based on approximations',
1 and should be interpreted carefully, because the '
' sample size is small !!! y

K e e e e e e e e e e e e e e e e e e e e e = = o *

| FRIEDMAN TEST |

K e e e e e e e e e e e e e *;

START FRIEDMAN;

Him e i et e i e *computing of mean ranks*--------=--ccoooo___ *s
do i=1 to n; Y =Y // ranktie(X[i,]): end;

do j=1 to k; RS = RS || sum(Y[,3]);
SSQX = ssq(Y); SSRS = ssq(RS):;

e ettt D LT L T *some different statisticg*--------ecccaaaaao *;
F_cla = 12/ (n*k* (k+1) ) *SSRS - 3*n* (k+1);
F tie = (k-1)* (SSRS- (n**2*k* (k+1)**2) /4) / (SSQX-(n*k* (k+1)**2)/4);
F Con = (n-1)*F_tie / (n*(k-1)-F_tie);

K e e o *p values¥-----r-cem e L
o = l-probchi (F_cla, k-1);
p_tie = l-probchi (F_tie, k-1);

= l-probf (F_Con, (k-1), (n-1)*(k-1));

end;
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print 'RESULTS OF THE FRIEDMAN TEST',;
print 'Number of Blocks and Treatments: ' N K, ;
print 'Classical Friedman Test: !

F_cla [(format=8.3] ' p_cla [format=7.5],;
print 'Friedman Test with Adjustment for Ties: :
F_tie [format=8.3] ' p_tie [format=7.5];
print 'F Approximation of CONOVER (1980, p. 300): !
F_Con [format=8.3] ' p_Con [format=7.5],,,;
FINISH;
T e e e e e e e e
I MULTIPLE COMPARISONS (HOLM, 1979)
B e e e e e e e e e e e e e e e e
START HOLM;
create MC var{v w £ p};
ok s *Friedman test of all possible pairs*--------co—-___
M = k*(k-1)*0.5; * M is the Number of pairwise comparisons;

do v=1 to k-1;
do w=v+l to k;
XP = X[,v] || X[, w];
free YP;
do i=1 to n: YI = ranktie(XP(i,]): YP
free RS;
do 3=1 to 2; RJ = sum(YP(, jl); RS = RS ||
SSQX = ssq(YP); SSRS = ssq(RS);
F_tie (SSRS- (n**2*2%9) /4) / (SSQX-(n*2%9)/4);
F_Con (n-1)*F_tie / (n-F_tie);
p_Con l-probf (F_Con,1l,n-1);
MC v || w || F_Con || p_Con;
pairv = v || w;
append from MC;
end;
end;
close MC;

YP //

sort MC by p;
use MC; read all into HOLM;

do i=1 to M;
if HOLM([i, 4] <= 0.10/(M-i+l) then do;
dl0i=1; d10=d10//d101i;
end; else goto D1OR;
end;
D1OR: dl0r=J(M-i+l1,1,0); D10=d10//dl0r;
do i=1 to M;
if HOLM([i,4] <= 0.05/(M-i+1l) then do;
d05i=1; d05=d05//d051i;
end; else goto DOSR;
end;
DO5SR: dO05r=J(M-1+1,1,0); DO05=d05//d05r;
PAIR = HOLM[,1:2]; P = HOLM[, 4],

I o 1 T 5 e e e *printing of results*----------=c-ceeeuen. *;

print 'RESULTS OF THE HOLM PROCEDURE';

print
'Individual p-Values and Simultaneous Decisions (Alpha=0.05,0.10)"',;
print PAIR[format=1.0] ' ' P[format=7.5] D05 D10;
FINISH;
run friedman;
run holm;
quit;

un

X end;

RJ; end;




